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Accurate characterization of sexual dimorphism is crucial in evolu-
tionary biology because of its significance in understanding pre-
sent and past adaptations involving reproductive and resource use
strategies of species. However, inferring dimorphism in fossil
assemblages is difficult, particularly with relatively low dimor-
phism. Commonly used methods of estimating dimorphism levels
in fossils include the mean method, the binomial dimorphism
index, and the coefficient of variation method. These methods
have been reported to overestimate low levels of dimorphism,
which is problematic when investigating issues such as canine size
dimorphism in primates and its relation to reproductive strategies.
Here, we introduce the posterior density peak (pdPeak) method
that utilizes the Bayesian inference to provide posterior probabil-
ity densities of dimorphism levels and within-sex variance. The
highest posterior density point is termed the pdPeak. We investi-
gated performance of the pdPeak method and made comparisons
with the above-mentioned conventional methods via 1) computer-
generated samples simulating a range of conditions and 2) applica-
tion to canine crown-diameter datasets of extant known-sex
anthropoids. Results showed that the pdPeak method is capable
of unbiased estimates in a broader range of dimorphism levels
than the other methods and uniquely provides reliable interval
estimates. Although attention is required to its underestimation
tendency when some of the distributional assumptions are vio-
lated, we demonstrate that the pdPeak method enables a more
accurate dimorphism estimate at lower dimorphism levels than
previously possible, which is important to illuminating human
evolution.

sexual dimorphism j fossils j Bayesian estimate j mixture analysis j
human evolution

Sexual dimorphism across primates and in humans has been
investigated to elucidate its evolutionary significance. Par-

ticular attention has been paid to body, skeletal, and canine
size dimorphism. This is because of suggested relationships of
these dimorphisms with ecological and sociobehavioral varia-
bles, especially in relation to reproductive behavior, and also
because these parameters can be assessed in fossil assemblages
(see refs. 1–3 for relatively recent overviews). Following the
influential work of Clutton-Brock et al. (4), the ratio between
male and female mean sizes (or its logarithm) (5, 6) has been
the predominant parameter used in quantifying sexual size
dimorphism, a simple, but fundamental, parameter in assessing
adaptive strategies. In this paper, we refer to this measure as
the “m/f ratio.” Although this ratio is straightforwardly deter-
minable in extant species and populations, this is not the case
in fossils because the sex of a specimen is generally unknown.

In estimating the m/f ratio from fossil assemblages with no
sex information, a commonly applied method is the “mean
method” (here abbreviated the “MM”) (7), which splits the
sample into two subgroups, one above and the other below the

sample mean. The ratio between the two subgroup means is
considered the m/f ratio. In other words, the assumption is
made that all specimens larger than the sample mean are
males, and vice versa for females. This assumption would be
reasonable only when the distributions of the two sexes overlap
minimally, which is not necessarily the case in many features or
taxa of interest. In estimating overall skeletal size dimorphism,
a multivariate version of the MM has also been suggested (6).
In this method, the m/f ratio is calculated as the geometric
mean of the m/f ratios of multiple skeletal elements, thereby
enabling dimorphism estimates from larger fossil sample sizes.
However, caution is needed when partial skeletons are included
in the analysis, because the dimorphism estimate can be
weighted by relatively few individuals. This may result in a
highly biased estimate, as in the case of the Australopithecus
afarensis skeletal size dimorphism (6, 8).

Rather than accepting the assumption that the two sexes seg-
regate at the mean, Lovejoy et al. (9) proposed a method that
takes into account the unknown sex status of the specimens. Sup-
posing a sample of N specimens, there are N � 1 possible split-
ting points between males and females and an equal number of
possible m/f ratio values. Then, assuming equal chance of the two
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sexes being represented in the fossil sample, the m/f ratio is cal-
culated by weighing the N � 1 presumed male-to-female ratios
with their binomial probabilities. This method was later termed
the binomial dimorphism index (here, the “BDI”) (10). When
there is large size overlap between the sexes, this procedure is
expected to correct for bias stemming from allocating sex via the
sample mean. However, it shares with the MM the assumption
that all males are larger than all females, and it has been shown
(as with the MM) to overestimate weak skeletal size dimorphism,
such as in chimpanzees (6, 10).

Another approach for estimating dimorphism is to use the
empirical correlation observed between the m/f ratio and the
coefficient of variation (CV; the SD divided by the mean). In
traits that show a range of size dimorphism levels among taxa
or populations, there is a strong tendency of a larger total CV
to be associated with a larger m/f ratio. Using such a relation-
ship, the m/f ratio of fossils can be estimated (11) via regression
using known-sex extant samples (12–14) or simulated data (15,
16). However, as demonstrated in validation studies (15, 17),
the CV method (hereafter, the “CVM”) is susceptible to
within-sex CV (hereafter, “wsxCV”) levels and can overesti-
mate, especially when sexual dimorphism is weak to moderate,
as do the MM and BDI. This is because, when the two sex dis-
tributions substantially overlap, it is difficult to distinguish
whether a large total CV stems from large sexual size dimor-
phism or large within-sex variance, the latter generally
unknown in fossil assemblages.

Here, we introduce the “posterior density peak” (hereafter
“pdPeak”) method , a method of estimating the m/f ratio in fos-
sil assemblages of unknown sex via a Bayesian mixture model.
We model the background population from which the fossil
sample is derived by three parameters, the male and female
means and the common within-sex variance (all in log scale).
Applying the Bayes theorem, we assign probabilities to the
combinations of these three parameters that realize the sample
distribution in hand. By this method, the distance between the
two subgroups (dimorphism level) and within-subgroup varia-
tion can be evaluated simultaneously in terms of the fit of the
model to a given sample distribution. In other words, “shape ”
of the sample distribution is considered when estimating size
dimorphism. Fig. 1 illustrates how a population with the same
total variation (combined-sex CV) can contain divergent latent
distributions with a range of m/f ratios and within-sex variances,
resulting in entirely different overall distributional shapes. It is
clear that distribution shape is important in inferring distance
(dimorphism) between subgroup means. We show that our
method resolves the m/f ratio better than the other methods
when male–female distributions overlap substantially.

We present the pdPeak method and evaluate its performance
by 1) using computer-generated samples from simulated popu-
lations and 2) applying the method to a large dataset of extant
anthropoid canine crown metrics of known sex. We compare
the pdPeak method with the other most commonly used meth-
ods, the MM, BDI, and CVM. Lastly, we apply the pdPeak
method to an actual sample of fossil canines to explore its
potential in human evolutionary studies.

In evaluating the pdPeak method, we focus on canine crown
size for simplicity. The canine crown diameter m/f ratios seen
in the extant great apes and modern humans are summarized
in SI Appendix, Table S1. In extant great apes, the m/f ratio
ranges from ∼1.2 to ∼1.5. The most dimorphic is the gorilla,
with maximum canine crown diameter m/f ratios of ∼1.4 to 1.5.
The same ratios of chimpanzees and orangutans range from
∼1.2 to 1.4, with the least dimorphism seen in the bonobo lower
canine (13, 18–22). To the contrary, in humans, the m/f ratio of
canine crown diameters varies among populations, predomi-
nantly between 1.03 and ∼1.10 (23). Based on this, we focus on

discerning m/f ratios of the 1.1 to 1.2 interval, the range bridg-
ing the extant great ape and human conditions.

The pdPeak Method
The pdPeak method provides an estimate of the m/f ratio
together with that of within-sex variation, here represented by
the wsxCV. We outline the method below and provide further
details in SI Appendix, SI Text. The metric data were log-
transformed, and a mixture model of two homoscedastic (equal
variance) normal distributions was assumed. Log-transformation
reduces skewness of the size distributions and tends to equalize
male and female variances. The model also assumes a population
with the two sexes mixed in equal proportions, i.e., an equal
probability for the two sexes to be fossilized and included in the
analysis.

In this model, situations are specified by three parameters:
μm for population male mean, μf for population female mean
(μm ≥ μf), and σ for population SD common to the sexes, all in
log scale (population parameters are italicized). The parame-
ters of interest, the m/f ratio and wsxCV, mathematically relate
to μm, μf, and σ by the following equations:

m=f ratio ¼ exp μm � μf

h i
, [a]

and

wsxCV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp½σ2� � 1

q
: [b]

Assuming independent uniform prior probability distributions
for the three parameters and independent prior probabilities of
0.5 for sexes of all specimens, the Bayes theorem yields the
joint posterior probability distribution of:

P μm, μf , σ,Sjd
� �

¼ 1

σN
exp � 1

2σ2
fS � ðd� μf Þ2

�

þ 1� Sð Þ � ðd� μmÞ2g
�
=C, [f1]

where S is a row vector of sex assignments for all specimens, in
which 0 stands for male and 1 for female; d is a column vector
of log-transformed measurements whose length is the sample
size N; the denominator C is a normalizing constant calculated
as the integral of the numerator with regard to all the variables,
μm, μf, σ, and S. We outline the details of the methods and deri-
vation of [f1] in SI Appendix, SI Text. The theories and proce-
dures of the mixture analyses used in this method can be found
in McLachlan and Peel (24).

The joint probability function [f1] was further processed to
obtain bivariate/marginal posterior distributions, either with the
Markov chain Monte Carlo sampling procedure or by direct
calculation through integrals of the function [f1], depending on
the sample size. With either procedure, first, a bivariate poste-
rior probability density distribution of μm � μf and σ is
obtained, enabling assessment of the joint probability of the m/f
ratio and wsxCV. Then, the marginal posterior density distribu-
tions of μm � μf and σ were separately obtained by collapsing
the bivariate density on either variable.

The pdPeak is determined by finding the point of highest
density in the marginal distribution. Then, the value is back-
transformed to original scale either from μm � μf to m/f ratio
by Equation a or from σ to wsxCV by [b]. Interval estimates, or
credible intervals in terms of the Bayesian inference, were also
obtained from the marginal distributions. The credible interval
defined here is the highest posterior density interval (HDI),
which, in the case of the 95% HDI, is the interval(s) enclosed
by points whose probability density and above integrates to 0.95
(the shortest interval). Likewise, the 68% HDI integrates to
0.68 (corresponding to the 61 SD range of a normal
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distribution). Then, the interval boundaries were back-
transformed to original scale by either Equation a or b.

Computations were performed by using MATLAB (R2019b;
MathWorks). The script codes are available at https://github.
com/sxdm/pdPeak. This is a package of MATLAB scripts that
computes the pdPeak estimates and related statistics given a
user’s metric data input. Instructions for using the program are
included in the package (also in SI Appendix, SI Text,
Instructions for using the MATLAB program “pdPeak”).

“Concordant” Simulations
Performance of the pdPeak method was assessed by using com-
putationally generated (simulated) samples under a variety of
conditions. The simulated samples were generated based on a
model of two homoscedastic normal distributions in log scale,
i.e., two log-normal distributions with the same CV in original
scale, mixed in the same proportion. The distribution with the
larger population mean was assumed to be male. The female
population mean was arbitrarily set at a constant value, 10 mm,
and the other conditions—i.e., sample size, wsxCV, and the
male population mean—were set as follows. Note that these
predetermined values (except for sample size) refer to that of
the source populations from which the simulated samples were
generated and are not to be confused with the actually gener-
ated sample distributions and statistics. Sample size was set in
three ways: N = 10, 15, and 30; male population mean was set
so that the m/f ratio ranged from 1.0 to 1.3 in 0.03 increments;
and wsxCV was set either to 5% or 8%. Extant anthropoids
have canine wsxCVs mostly between 5% and 8% with a range
of <3% to >10% (Fig. 2 and Dataset S1). To summarize, sam-
ple size was set in 3 ways, m/f ratio in 11 ways, and wsxCV in 2
ways (a total of 66 conditions). Under each condition, 2,000
sets of simulated data were generated. In some of the simulated
datasets, instances of uniform sex were possible because of
small N, but they were not discarded. The pdPeak, MM, BDI,
and CVM estimates of dimorphism were calculated in each

dataset. For the CVM, the “Plavcan (1994) equation” (15) was
used.

The results of the concordant simulations are shown in
Fig. 3 and Dataset S2. All methods tended to overestimate the
m/f ratio when it was low (<1.1). In all methods, overestimation

10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12

wsxCV = 8% wsxCV = 7% wsxCV = 6% wsxCV = 5%

10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12 10 13 [mm]8 9 11 12

true m/f ratio = 1.13
MM ratio = 1.18

true m/f ratio = 1.15
MM ratio = 1.18

true m/f ratio = 1.17
MM ratio = 1.19

true m/f ratio = 1.19
MM ratio = 1.19

combined-sex CV (10%) common to all plots

A B C D

E F G H

Fig. 1. Variation in shape of population distributions with a constant CV of 10%. (A–D) Hypothetical population (combined-sex) distributions with the
same overall variation (CV of 10%) are plotted for several subgroup conditions. Log-normal distributions of males and females with a common wsxCV are
mixed in equal proportions. Overall CV is fixed at 10% and the female mean at 10 mm. The wsxCV is set in four ways: 8%, 7%, 6%, and 5% (from left to
right). Solid black curves indicate overall distributions, dashed curves are the latent within-sex distributions, red is for female, and blue is for male. Verti-
cal dashed lines indicate within-sex means. The same distributions are shown in E–H segregated to subpopulations by the mean. Vertical solid lines indi-
cate the presumed sex means of the mean method (MM). The true male mean/female mean (m/f ratio), as well as the MM ratio (mean of presumed males
divided by that of the presumed females), is shown below each wsxCV condition. Note that the MM increasingly overestimates as the male and female
distributions increasingly overlap (from right to left). The Rd values (see Application to Actual Cases), i.e., the distance between means in within-sex SD
units, are 1.6, 2.2, 2.9, and 3.8, respectively in A, B, C, and D. Note also that, under the same overall CV, the true m/f ratio can vary substantially depend-
ing on wsxCV.
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Fig. 2. Distribution of wsxCVs of canine crown diameters in extant
anthropoids. Blue histograms are for male and red for female. The upper
canines (N = 29) and lower canines (N = 31) of both sexes are plotted
together (N = 120). The CVs are those of species/subspecies samples with
15 or more specimens available for each sex. The correction suggested by
Sokal and Braumann (28) was used in calculating the CVs. Data are from
Plavcan (29) and Suwa et al. (21). See SI Appendix, SI Text and Dataset S1
for further details and source information. Out of 120 samples, a total of
29 samples have a wsxCV lower than 5%, and 20 samples have a wsxCV
higher than 8%.
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bias and percentile width (width between the 5th and 95th per-
centiles) were both greater with a larger wsxCV (compare the
wsxCV 8% vs. 5% results). This reflects the difficulty of esti-
mating the m/f ratio when overlap of male and female distribu-
tions increases with larger wsxCV (15, 17).

The degree of overestimation (and underestimation) bias dif-
fers by method (Fig. 3). Accuracy (as opposed to precision,
which refers to uncertainty level) is expressed by how close the
means follow the y = x diagonal. In the 5% wsxCV simulations,
the pdPeak and CVM showed better accuracy than the other
methods in the lower m/f ratio range. In the higher m/f ratio
range, the differences among methods were not substantial,
except that BDI tended to underestimate in small samples. In
the 8% wsxCV simulations, pdPeak was by far the most accu-
rate in the 1.1 to 1.2 m/f ratio interval, although precision was
lower compared with the other methods. The CVM was the
least accurate among the methods, tending to substantially
overestimate. With the pdPeak, accuracy increased with sample
size. This was not the case with the MM, CVM, and BDI; over-
estimation bias did not noticeably change with sample size in
either the 5% or the 8% wsxCV simulations.

“Disconcordant” Simulations
Actual samples may deviate from the pdPeak method assump-
tions. Guided by the empirical distributions seen in the extant
anthropoid datasets (Dataset S1), we investigated the effects of
deviations from assumptions regarding eight conditions. We
exaggerated the conditions so that the possible effects can be
easily seen (see SI Appendix, SI Text for how the simulation
data were generated).

1) Heteroscedastic (Mσ > Fσ): Male SD (in log scale) is twice
that of female.

2) Heteroscedastic (Mσ < Fσ): Male SD (in log scale) is half
that of female.

3) Unidirectional skew (positive): Both sex distributions are
positively skewed.

4) Unidirectional skew (negative): Both sex distributions are
negatively skewed.

5) Tail-to-tail skew: Male and female distributions are nega-
tively and positively skewed, respectively.

6) Head-to-head skew: Male and female distributions are posi-
tively and negatively skewed, respectively.

7) Unbalanced sex (M > F): Male population to female popula-
tion ratio set at 7:3.

8) Unbalanced sex (M < F): Male population to female popula-
tion ratio set at 3:7.

As in the concordant condition simulations, the m/f ratio was
set from 1.0 to 1.3 (with 0.03 increments), and wsxCV was set
at 5% or 8%. The sample size was set at N = 15. Note that con-
ditions 7 and 8 concern the source population and do not apply
to the actually generated samples. Presetting the source popula-
tion to a skewed sex ratio simulates bias stemming from demog-
raphy and/or taphonomy that differentially affects males and
females of the source population and would bias the sex ratios
of the actual samples.

The results of the disconcordant simulations are summarized
in Fig. 4 and SI Appendix, SI Text. As a whole, the effects of
deviations from assumptions were found to be limited and
largely of inconsequence. However, heteroscedasticity, mildly
noted in extant anthropoid upper canines (SI Appendix, SI
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Fig. 3. Simulation results under conditions concordant to assumptions. The pdPeak method is evaluated and compared with the MM, BDI, and the CVM.
The CVM is that of Plavcan (15). Three conditions were set for sample size N: 10 (left plots), 15 (middle plots), and 30 (right plots). Two conditions were
set for wsxCV: 5% (Upper) and 8% (Lower). This resulted in six combinations. Under each combination, the m/f ratio was set in 0.3 increments indicated
by the markers, and 2,000 samples were generated for each m/f ratio in each condition. True m/f ratio is on the x axis, and estimated values are on the y
axis. Solid lines indicate the mean, and dotted lines are the 5th- and 95th-percentile values of the 2,000 samples. The pdPeak was the only method capa-
ble of estimating m/f ratios between 1.1 and 1.2 with little bias when wsxCV was 8%. Note that, with regard to the pdPeak, MM, and BDI estimates, the
wsxCV 8% results correspond to enlarged portions of the wsxCV 5% plots. This is because these methods are directly affected by the distance between
the two means relative to within-sex variance. This can be expressed by alternative expressions of the same measure, the relative distance (Rd) (difference
of means divided by female SD) or the Rm/f ratio (“m/f ratio minus 1” divided by wsxCV) (see Applications to Actual Cases). For example, with an m/f ratio
of 1.30 and wsxCV of 8%, the Rm/f ratio is 3.75, which corresponds to an m/f ratio of ∼1.19 and a wsxCV of 5%. Thus, the wsxCV 8% plots largely corre-
spond to the lower ∼60% subset (m/f ratio of 1.0 to 1.19) of the wsxCV 5% plots. This is not the case with the CVM, which depends on a regression rela-
tionship between the m/f ratio and combined-sex CV.
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Text), would result in a somewhat lower precision, and recipro-
cal skewness and an unbalanced sex ratio were seen to produce
noticeable effects to the pdPeak estimates. In the tail-to-tail
condition, the pdPeak tended to overestimate when wsxCV was
8% (Fig. 4) (but less than in the other methods), although this
was minimal when wsxCV was 5% (SI Appendix, Fig. S1). Con-
versely, in the head-to-head condition, the pdPeak tended to
underestimate and with a slightly lower precision than in the
concordant cases. In the unbalanced sex ratio simulations (both
M > F and M < F), the pdPeak estimates tended to underesti-
mate the m/f ratio in the higher m/f ratio range, accompanied
by a substantial reduction in precision. The estimated means of
the other methods also tended to be lower in the unbalanced
sex ratio simulations and with a reduction of precision, but not
as substantially as seen in the pdPeak.

Application to Actual Cases
We applied the pdPeak and the other methods to 110 extant
anthropoid taxonomic samples of canines with maximum crown
diameter m/f ratios of less than 1.3 (SI Appendix, SI Text and
Dataset S3). This dataset includes 45 species/subspecies sam-
ples of upper canines and 65 of lower canines. In this analysis,
samples with a total size of five or more (regardless of sex)
were used. Using these extant anthropoid samples, the m/f ratio

estimates of the pdPeak method and those derived from the
MM, BDI, and CVM were compared to the actual sample m/f
ratios. Because these are actual samples that variably deviate
from assumptions (see above and SI Appendix, SI Text), they
function as empirical checks on the simulation results.

Results are shown in the upper row of Fig. 5 and numerically
summarized in Dataset S3. In samples of 10 ≤ N < 30, and
especially 30 ≤ N, the pdPeak estimates clustered around the
y = x diagonal, with a tendency to overestimate only when the
sample m/f ratio was lower than ∼1.1. Note that the pdPeak
95% credible intervals encompass all the sample m/f ratios and
broadly match the sample CIs (SI Appendix, Dataset S3),
regardless of sample sizes, supporting the reliability of the
pdPeak credible intervals. Deviations from the y = x diagonal
are explained by the combination of both sample and estimated
m/f ratio uncertainties. The latter is larger in cases of larger
wsxCV, which appears to be a dominating factor of the disper-
sion around the diagonal. When the sample m/f ratio was >1.1
and N > 10, there were only six cases in which deviation from
the diagonal was greater than 0.04 (Dataset S3). Four of these
can be explained by relatively large uncertainties stemming
from large wsxCVs (>7% to close to 9%). The remaining two
cases can be explained by a combination of a moderately high
wsxCV (∼6.5%) and either heteroscedasticity or a head-to-
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Fig. 4. Simulation results under conditions disconcordant to assumptions. Simulation tests were conducted on background populations that deviate
from assumptions in eight ways: two heteroscedastic conditions (Mσ > Fσ and Mσ < Fσ); four skewed distributions (both positive; both negative; male
negative and female positive [tail to tail]; and male positive and female negative [head to head]); and two unbalanced sex ratios (M:F = 7:3 and 3:7). N =
15, wsxCV = 8% (average wsxCV used when heteroscedastic). Top Left reproduces the concordant condition to facilitate comparisons. See Fig. 3 for expla-
nation of axes, lines, and symbols. The effects of deviation from assumptions are generally not conspicuous, except in the head-to-head and unbalanced
sex ratio conditions.
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head situation, the latter potentially contributing to the
observed underestimation. The MM and BDI appear to overes-
timate when the sample m/f ratio is ∼1.15 or lower. The CVM
of the present study also tends to overestimate when the sample
m/f ratio is lower than ∼1.15.

Because performance of the methods is affected by the dis-
tance between the two sex means relative to within-sex vari-
ance, we standardized the m/f ratio by the wsxCV. This was
done by defining:

Rm=f ratio ¼ ðm=f ratio� 1Þ=wsxCV ,

which is mathematically equivalent to:

Rd ¼ ðM � FÞ=sdf ,
where M and F stand for male and female population means
and sdf for female SD. Whereas Rd is a familiar measure of rel-
ative distance (the separation between male and female means
relative to within-sex variance), the Rm/f ratio is useful in evalu-
ating the simulations and actual dataset tests of the present
study. The sample Rm/f ratio was calculated by substituting
the denominator with the mean of male and female sample
wsxCVs.

The results are shown in the lower row of Fig. 5 and numeri-
cally summarized in Dataset S3. The pdPeak method is seen to
yield unbiased m/f ratios to a condition of the Rm/f ratio as low
as ∼1.5. This corresponds to the simulation results that showed
unbiased pdPeak m/f ratios of ∼1.075 when wsxCV was 5%
(Rm/f ratio of ∼1.5) when sample size was N = 30. To the

contrary, MM and BDI methods start to overestimate at an
Rm/f ratio of ∼2.5 and consistently so when the Rm/f ratio is
<2. These latter observations also conform to the simulation
results.

Finally, we investigated the relation between MM and BDI
by examining differences between their m/f ratio estimates. Our
results confirmed that BDI tends to correct for overestimation
in 67/74 cases when the m/f ratio is <1.2 by a modest amount of
0.005 on average (Dataset S3).

Application to a Fossil Assemblage
The pdPeak and the other methods were applied to Ardipithe-
cus ramidus from the African Pliocene. Dental remains of that
species have been reported from the Middle Awash (21, 25, 26)
and the Gona (27) study areas, Ethiopia. The crown diameters
of a total of 11 lower canines were available for analysis (SI
Appendix, Table S2). The Gona (N = 5) and the Middle Awash
(N = 6) samples do not differ significantly in lower canine maxi-
mum diameter (t test, P = 0.403; basic statistics shown in SI
Appendix, Table S3). Further details of the Ar. ramidus sample
and a fuller investigation of canine sexual dimorphism in Ardi-
pithecus, Australopithecus, and Homo will be presented else-
where. The results of the pdPeak analysis are shown in Fig. 6.
The pdPeak m/f ratio estimates are 1.13 in both the Gona and
Middle Awash subsamples and in the combined sample. The
estimated wsxCV is ∼6 to 7%, at midrange of the observed
extant anthropoid values. Although the pdPeak m/f ratio esti-
mates of the Gona and Middle Awash subsamples are similar
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Fig. 5. Applications to extant anthropoid canine samples of known sex. The panels summarize results of the pdPeak and other methods applied to 110
extant anthropoid samples. The samples varied in size (N) from 5 to 89 and were separated into three categories. See SI Appendix, SI Text and Dataset S3
for sample and data information. Upper row shows the m/f ratio estimates (y axis) against the actual sample values (x axis). Note that the pdPeak esti-
mates cluster around the y = x diagonal, especially when the sample size is large, whereas the other methods tend to overestimate when the m/f ratio is
<1.2. The few cases of relatively large underestimation of the pdPeak estimate involve samples with large sample wsxCVs and, hence, with relatively
larger uncertainties (see Applications to Actual Cases). Lower row shows the estimated and actual sample values of the quantity “m/f ratio minus 1”
divided by sample wsxCV (male and female average), termed the Rm/f ratio (see Applications to Actual Cases). The y axis deviation from the y = x diago-
nal expresses difference between estimated and actual m/f ratios standardized by wsxCV. Lower row shows a pattern that conforms to what is expected
from the simulation tests (Fig. 3); the pdPeak estimates are unbiased when the Rm/f ratio is >∼1.5, while MM and BDI overestimate when the Rm/f ratio
is <∼2.5. The CVM is not shown in the Lower row because there are no general relationships between the CVM and the Rm/f ratio. The interrupted verti-
cal lines indicate the 95% credible intervals of the pdPeak estimates. Note that the 95% credible intervals encompass the sample values in all cases. Note
also that the pdPeak credible intervals broadly match the sample m/f ratio CIs of standard statistics (Dataset S3), but with a tendency to be wider (more
conservative). From this, it is seen that the pdPeak credible intervals are reliable, even with small sample sizes.
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to the combined sample, their uncertainty levels are high (large
credible intervals). When the two subsamples are combined,
the uncertainty level is lower and enables probability assess-
ments. The Ar. ramidus m/f ratio is estimated to between 1.04
and 1.17 at P = 0.68, and <1.20 at P = 0.95. The probability of
having an m/f ratio as high as seen in the least dimorphic extant
great ape example (the lower canine of the bonobo with an m/f
ratio of 1.19) is P = 0.068. The MM, BDI, and CVM methods
yielded similar m/f ratio estimates, corroborating the pdPeak
estimate.

Discussion
In this paper, we introduced the pdPeak method, a method
that models dimorphism in relation to latent subgroup distribu-
tions, as opposed to methods that only evaluate gross variation
(such as the CVM) or methods that partition the observed vari-
ation without considering overlap between sexes (the MM and
BDI). However, the validity of model assumptions needs confir-
mation, and the effects of deviations need to be understood.

With the extant anthropoid canine data, we confirmed that
the assumptions of homoscedasticity and normality in log scale
were largely not contradicted (SI Appendix, SI Text and Dataset
S1). Indeed, we confirmed that log-transformation is generally
effective in reducing skewness and difference in variance
between the sexes. Although a weak tendency for male canines
to be more variable than those of females remained after log-
transformation in the upper canine crown diameter; results of
the disconcordant simulations suggest that its effect would be
little, although uncertainty levels may increase.

In the case of the canine crown diameter, deviation from
normality appears to rarely occur, judging from the low fre-
quencies of samples that tested positive in the extant anthro-
poid dataset (SI Appendix, SI Text and Dataset S1). In such
cases, the disconcordant simulations caution that head-to-head
skewness and unbalanced sex ratio have potential to cause
notable effects. Under either condition, the pdPeak method
would tend to underestimate the m/f ratio. Thus, when applying
the pdPeak method, the possibility of such deviations from
assumptions needs to be considered. However, it should also be
noted that our simulations were exaggerated. Indeed, none of
the extant anthropoid canine samples that we examined exhib-
ited (at the P < 0.05 level of significance) the strong head-to-
head skew that we used in the simulations. Also, the sex ratio
of 7:3 (or 3:7) that we used in the simulations is best considered
an unrealistic scenario (17), and we found its effect (underesti-
mation of the m/f ratio) to be modest (∼0.03) in the 1.1 to
1.2 m/f ratio interval. It is difficult or perhaps impossible to
detect whether latent within-sex distributions are skewed with
the available small sample sizes of the fossils of interest.
Whole-sample skewness may be used as an indication of an
unbalanced sex ratio, although distinguishing this from hetero-
scedasticity and/or within-sex skewness is generally not possible.
Thus, any a priori information would also deserve attention.
For example, expected behaviors and taphonomic situations
may, at times, validate an a priori unbalanced population sex
ratio.

Resolving the 1.1 to 1.2 m/f ratio range of dimorphism is
important in understanding the evolution of human canine sex-
ual dimorphism. Our simulations showed that the pdPeak
method is capable of unbiased estimates of the m/f ratio as low
as ∼1.1 with a sample size of ≥10 if wsxCV is 5% or with a sam-
ple size of ≥30 if wsxCV is 8%. The other methods also yield
comparable m/f ratio estimates when wsxCV is 5%, but this is
not the case if wsxCV is 8%, regardless of sample size (Fig. 3).
With canine crown diameters, a wsxCV of 8% is not exception-
ally large among extant anthropoids. In fossil assemblages, even
larger wsxCVs are possible because of the temporal depth fac-
tor that may effectively commingle subgroups with different
central tendencies. With fossils, preservation may also necessi-
tate inclusion of estimated values, thereby adding error vari-
ance and elevating the wsxCV.

As is the case with the other methods, with realistic sample
sizes (N ≤ 30), the pdPeak method cannot accurately estimate
the weakest levels of dimorphisms (overestimation bias in low
m/f ratios). However, bias is less in the pdPeak than in the
other methods, especially when wsxCV is large. Both the simu-
lation results and the analysis of extant anthropoid canines
demonstrated that, with a sample size of ∼30, the pdPeak m/f
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Fig. 6. The pdPeak method applied to the lower canine crown diameter
of Ar. ramidus. Three runs were performed on the maximum canine diam-
eter of different sample compositions. (A) Gona specimens (N = 5). (B)
Middle Awash specimens (N = 6). (C) Both combined (N = 11). In each
panel, Left shows the bivariate probability distribution of wsxCV (x axis)
and the m/f ratio (y axis). Probability densities were obtained with the log-
transformed data, and the axis labels were back-transformed to original
scale (SI Appendix, SI Text). Dotted contour lines are the combined-sex CV
levels. The red and yellow squares show distribution of the extant great
ape and modern human reference data (SI Appendix, Table S1; the
weighted wsxCVs of the males and females were used). In Right is the
marginal posterior density plot of the logarithm of the m/f ratio, with a
red diamond marker at its peak and dotted horizontal lines at the 68%
and 95% credible interval levels.
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ratio estimates are unbiased, even when the Rd and the Rm/f
ratio are as low as 1.5. This represents a condition of substan-
tial overlap between the male and female distributions, wherein
the male and female means are separated by only 1.5 female
SD units (slightly more overlap than in Fig. 1A).

Another important characteristic of the pdPeak method is
that both accuracy and precision of the m/f ratio estimate
increase with sample size, which is not the case with the other
methods. This can be understood by the fact that the shape of
the population distribution becomes more certain as sample
size increases. Additionally, whereas the BDI tends to underes-
timate when sexual dimorphism is large, this is generally not
the case with the pdPeak. Thus, the pdPeak method accurately
estimates dimorphism across a broader range of the m/f ratio
than the other methods.

Compared with the pdPeak method, our simulations show
that the MM begins to overestimate at an m/f ratio of ∼1.2
when wsxCV is 5% and ∼1.3 when wsxCV is 8%, which corre-
sponds to a distance between the two means of about 4 units of
within-sex variation, i.e., an Rd and Rm/f ratio of 4 (Fig. 3).
Populations with an Rd of 4 are clearly bimodal (Fig. 1D). Our
simulations also show that overestimation bias of the MM is
not substantial if Rd (and the Rm/f ratio) is at least 2 to 2.5,
which corresponds to when bimodality starts to be expressed
(Fig. 1 B and C).

A limitation of the pdPeak method is its relatively high
uncertainty levels. To evaluate the performance of pdPeak com-
bining both accuracy and uncertainty, we calculated the SE

(17), defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ðestimate� trueÞ2=n

q
, where n is the num-

ber of simulations (Dataset S2). In the concordant simulations,
in the lower m/f ratio range, the SE of the pdPeak method is
smaller than in the other methods due to higher accuracy.
However, when the m/f ratio is large, the pdPeak SE is larger
than that of the other methods due to greater uncertainty.
Because the SE of the pdPeak m/f ratio estimates is slightly
larger than that of the MM when Rd is >4 (Dataset S2), both
MM and pdPeak estimates should be considered if clear bimo-
dality is observed.

It was observed that the BDI estimates are consistently
lower than those of the MM (Fig. 3 and Dataset S2), particu-
larly with smaller sample sizes and higher wsxCV. With the
extant anthropoid canine samples that we examined (m/f
ratios < 1.20), the difference between MM and BDI esti-
mates averaged 0.005, for the most part compensating for
overestimation bias. However, in the higher m/f ratio range,
BDI tends to underestimate, whereas MM is less biased, con-
sistent with previous evaluations (17). This is because the
BDI is calculated by considering all possible male–female
splitting points. Underestimation occurs in the BDI when Rd
is greater than ∼3 (depending on sample size), in parallel to
diminishing overestimation in MM.

The CVM examined in this study is that of Plavcan (15),
which was used in investigating canine dimorphism in Australo-
pithecus (16). This formula was derived from a regression anal-
ysis of computationally generated samples under a condition of
wsxCV of 5.5%. As originally pointed out (15), the accuracy of
this method is only as good as the appropriateness of the refer-
ence sample for the sample being investigated. Our simulations
show this in exhibiting high accuracy when wsxCV is 5%, but a
considerably lower accuracy throughout the m/f ratio range
when wsxCV is 8% (Fig. 3). The susceptibility of the CVM to
wsxCV levels has also been documented by others (15, 17).

Finally, application to an actual fossil case illuminates the
usefulness of the pdPeak method, even with small sample sizes.
The credible intervals became narrower as the sample size
increased. This enabled probabilistic hypothesis testing, such
that the Ar. ramidus lower canine was demonstrated unlikely to

be as dimorphic as in extant great apes. Although the MM,
BDI, and CVM methods yielded similar m/f ratio estimates,
these methods do not provide reliable interval estimates for the
population m/f ratio. While bootstrap CIs can be calculated by
resampling, this would not account for bias inherent in the esti-
mation method. For example, a bootstrap interval for the MM
estimate will never encompass an m/f ratio of 1.0, even if the
true value is 1.0. This is in contradistinction to the credible
interval of the pdPeak method, which we found to reliably
include the true population value within its intervals in the
extant anthropoid canine samples.

Summary and Conclusions
Accurately measuring sexual dimorphism levels is important
because of their significance in understanding how males and
females differentially respond or relate to sociobehavioral vari-
ables and ecological signals as a part of the species’ overall
adaptive strategy.

We developed a method of estimating sexual dimorphism
levels in fossils based on Bayesian posterior probability densi-
ties. We named this method the pdPeak method, which simulta-
neously estimates the population m/f ratio (ratio of male to
female means) and within-sex variance in samples of unknown
sex membership. Our aim was to develop a method that enables
better m/f ratio estimates in the low to moderate levels of
dimorphisms—for example, below an m/f ratio of 1.2—crucial
in elucidating primate and human canine evolution. Validation
analyses demonstrated that the strengths of this method com-
pared to the other methods are:

1) The pdPeak method is capable of unbiased estimates of a
broader range of dimorphisms. It provides estimates with lit-
tle or no biases in the high m/f ratio ranges and continues to
do so to an m/f ratio of ∼1.1 or lower, whereas the MM and
BDI provide unbiased or little-biased estimates only to an
m/f ratio level of ∼1.15 to 1.2. Compared with the CVM, the
pdPeak method maintains accuracy across a range of within-
sex variance, which is not the case with the CVM (accuracy
is tied to confined levels of sample wsxCV).

2) In the pdPeak method, both accuracy and precision increases
with sample size, which is not the case with the other meth-
ods. The limits of estimating the m/f ratio by the pdPeak
method are as summarized above with the currently realistic
sample sizes (N ≤ ∼30), but an accurate estimate of even
lower dimorphism levels is potentially possible with larger
sample sizes.

3) Statistical assessments such as hypothesis testing are possible
by utilizing the posterior probability distributions, i.e., the
credible intervals of Bayesian inference.

On the other hand, some limitations to the pdPeak method
are as follows: First, precision of the pdPeak m/f ratio estimates
tends to be lower than that of the MM, BDI, and CVM (espe-
cially if heteroscedastic), resulting in a slightly higher SE (mean
error) in the higher range of the m/f ratio. Next, the pdPeak
method tends to underestimate the m/f ratio if the sample
involves a “head-to-head” skew (male and female distributions
that are positively and negatively skewed, respectively) and/or if
the sex ratio is substantially unbalanced. The possibility of these
complications needs to be considered, although we found that
such cases are rare in anthropoid canines. We recommend that
the sample be examined with respect to skewness in the data
(which can indicate either heteroscedasticity, within-sex skew,
or unbalanced sex representation) and for any relevant expecta-
tions from contextual information. We also recommend that
the results of the other methods are considered together with
the pdPeak estimates.
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Data Availability. All the data andmaterials used in this paper are presented in
the article and SI Appendix. The pdPeak method script codes used in this study
are available at GitHub (https://github.com/sxdm/pdPeak).
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